The MDS crashed in many of these, but for some reason the tasks didn't notice and kept running.

Anyway, we need to make it notice in cases like this so that the failures don't lock up the whole lab overnight and prevent any tests from running. :(

Related issues:
Duplicates CephFS - Feature #10369: qa-suite: detect unexpected MDS failovers... Resolved
#4 - 07/20/2017 11:28 PM - Patrick Donnelly
- Status changed from New to In Progress

#5 - 04/09/2018 09:06 PM - Patrick Donnelly
- Target version set to v14.0.0
- Tags set to qa
- Backport set to luminous,mimic
- Component(FS) qa-suite added

#6 - 03/07/2019 11:20 PM - Patrick Donnelly
- Target version changed from v14.0.0 to v15.0.0

#7 - 03/11/2019 09:24 PM - Patrick Donnelly
- Status changed from In Progress to New
- Assignee changed from Patrick Donnelly to Jos Collin
- Priority changed from Normal to High
- Target version deleted (v15.0.0)
- Start date deleted (04/02/2015)
- Tags deleted (qa)
- Backport deleted (luminous,mimic)
- Labels (FS) qa added

#8 - 04/17/2019 09:31 AM - Jos Collin
- Status changed from New to In Progress

#9 - 06/10/2019 06:09 AM - Jos Collin
- Pull request ID set to 28378

#10 - 06/11/2019 09:57 PM - Patrick Donnelly
- Status changed from In Progress to Duplicate
- Assignee deleted (Jos Collin)

#11 - 06/11/2019 09:58 PM - Patrick Donnelly
- Related to deleted (Feature #10369: qa-suite: detect unexpected MDS failovers and daemon crashes)

#12 - 06/11/2019 09:58 PM - Patrick Donnelly
- Duplicates Feature #10369: qa-suite: detect unexpected MDS failovers and daemon crashes added